
The Impact of Changing Funding and Authority
Relationships on Scientific Innovations

Richard Whitley1 • Jochen Gläser2 •

Grit Laudel3

Published online: 24 January 2018

� Springer Science+Business Media B.V., part of Springer Nature 2018

Abstract The past three decades have witnessed a sharp reduction in the rate of

growth of public research funding, and sometimes an actual decline in its level. In

many countries, this decline has been accompanied by substantial changes in the

ways that such funding has been allocated and monitored. In addition, the institu-

tions governing how research is directed and conducted underwent significant

reforms. In this paper we examine how these changes have affected scientists’

research goals and practices by comparing the development of three scientific

innovations (one each in physics, biology, and educational research) in four

European countries, namely Germany, the Netherlands, Switzerland, and Sweden.

We find that the increased number of actors exercising authority over research goals

does not necessarily lead to a greater diversity of interests funding research. A

narrowing of goals and frameworks is especially probable when the increasing

importance of external project funding is combined with reductions in state

financing of universities and public research institutes. Finally, the growing stan-

dardisation of project cycle times and resource packages across funding agencies

and scientific communities make it more difficult for researchers to pursue projects

that deviate from these norms, especially, if they challenge mainstream beliefs and

assessment criteria.
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Introduction

After a considerable period of expansion of academic research in most OECD

countries since 1945, the past three decades or so have witnessed a reduction in the

rate of growth of public research funding.1 In many countries, this decline has been

accompanied by substantial changes in the ways that such funding has been

allocated and monitored as well as significant reforms of the institutions governing

how research is directed and conducted. These financing and governance changes

can be summarised under four main headings.

First, much more academic research now depends greatly on scientists’ ability to

obtain funding from extra-mural sources, particularly state research councils but

also private foundations, charities and other public and private organisations (Braun

1993; Rip 1994). While especially important for empirical research projects, these

grants have also become increasingly significant for supporting non-empirical work

as universities and other public research organisations (PROs) become less able to

support such research on their own. Furthermore, the level of competition for

external project funding has become much more intense, which is reflected in the

significantly reduced success rates for project proposals in most OECD countries.2

Second, many public research councils and foundations have become more

proactive in steering their allocation of grants towards particular priority areas and

research problems. While these preferences have sometimes been determined and

justified in terms of their intellectual promise and significance, they increasingly are

linked to public policy priorities as formulated by governments (Drori et al. 2003;

Guston 2000; Hessels et al. 2011).

Third, states are increasingly making their support of universities and other PROs

dependent on their performance in achieving particular objectives or profiles as well

as on the results of research quality assessments, based on peer reviews and/or

quantitative indicators (Hicks 2012; Whitley and Gläser 2007). This contingent

allocation of block grants has often been accompanied by governance and

employment changes that transform public universities into formally independent

organisations with their own governing boards and management structures directly

employing academic and non-academic staff. University managers in many higher

education systems are becoming more directly responsible for meeting the teaching

and research targets set by state agencies and being granted greater formal authority

over resource allocation and personnel decisions (De Boer et al. 2007; Paradeise

et al. 2009; Musselin 2014; Schimank 2005).

1 Since World War II, a phase of exponential growth until the end of the 1970s (Solla Price 1986 [1963];

Weingart 2003) has been followed by stagnation from the mid-1980s to the mid-1990s (Cozzens et al.

1990; Ziman 1994), renewed growth since the mid-1990s and an uneven development dominated by

again-reduced growth and decline in some countries since the financial crisis (Makkonen 2013; Cruz-

Castro and Sanz-Menéndez 2016).
2 Evidence is scattered but consistent. The average success rates for all grants dropped for the US

National Institute of Health from 33% in 1997 to 20% in 2015 (NIH 2015), for UK Research Councils

from around 50% in 1980 to 28% in 2015 (Research Councils UK 2006: 52; Matthews 2015), for the

Australian Research Council from 32.4% in 2002 to 17.8% in 2015 (ARC 2016), and for the German

Deutsche Forschungsgemeinschaft from 84.5% in 1974 to 52.4% in 2009 (Aljets and Lettkemann 2011:

138).
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Finally, many governments have initiated technology transfer and similar

programmes to encourage greater commercialisation of research results and closer

ties between private business and researchers in PROs. Often accompanied by

changes to intellectual property rights’ rules and incentives for universities to

become more active managers of such rights, these initiatives have stimulated a

growth in university applications for patents based on academic research and

generated novel modes of private investment in academic work (Berman 2012;

Kearnes and Wienroth 2011). This has been especially notable in areas where new

knowledge has had relatively direct implications for commercial activities, such as

the biomedical sciences.

While these changes have enjoyed considerable attention in science and higher

education studies, they have been studied in isolation. Researchers in science studies

have largely treated: a) competition for grant funding (Braun 1998; Langfeldt et al.

2015; Morris 2000), b) the increasing importance of public policy goals in science

funding (Brunet and Dubois 2012; Furman et al. 2012; Leydesdorff and Gauthier

1996), c) higher education reforms (Hicks 2012; Musselin 2014; Paradeise et al.

2009) and, d) commercialisation trends (Baldini 2008; Owen-Smith and Powell

2001) as separate causal factors affecting research strategies and ignored their

interconnections. Additionally, there have been few studies of how particular

combinations of these changes in funding and governance have affected choices of

research problems and approaches (Gläser and Laudel 2016).

This fragmentation of governance studies is unfortunate because these funding

and governance changes interact in affecting research strategies. Their complex

interactions have had a significant impact on the direction of research through

changes in the organisation of authority relationships governing research priorities

and practices. In particular, both the variety of authoritative agencies able to

influence intellectual priorities and their willingness to steer knowledge develop-

ment proactively have increased since the 1950s. Additionally, the specialisation

and internationalisation of the epistemic communities evaluating the intellectual

merits of contributions have expanded considerably.

As a result, many researchers in the public sciences are confronted by a

contradictory situation. On the one hand, they have to share their authority over

research goals with more varied sets of actors, many of which have developed

strong expectations concerning research goals and are using their control of funding

to exercise authority accordingly. On the other hand, the diversity of interests

providing financial support may enable scientists to circumvent the priorities and

judgements of established scientific elites and so pursue research strategies that

deviate from mainstream intellectual goals as understood by those elites.

Additionally, of course, authoritative actors may well pursue contradictory

objectives, as when governments encourage universities to become ‘‘excellent’’ in

terms of their intellectual reputations and rankings at the same time as urging them

to contribute to policy goals that may conflict with current international scientific

elites’ priorities.

In this paper we examine how the changing organisation of authority

relationships has affected scientists’ research goals and practices by comparing

the development of three scientific innovations in four European countries that
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differed in the extent to which they have implemented funding and governance

changes. Innovations are here understood as research contributions that affect the

research practices of a large number of researchers in one or more fields (Laudel and

Gläser 2014: 1207). The empirical investigation on which this paper is based

studied the impact of changing authority relations on the development of one

innovation in physics, one in biology, and one in education in Germany, the

Netherlands, Switzerland, and Sweden.3 Funding and governance reforms following

the new public management agenda from the early 1990s onwards were most

significant in the Netherlands, less so in Sweden and Switzerland, and relatively

limited in much of Germany (Meier and Schimank 2010; Paradeise et al. 2009;

Schimank 2005).

In the next section we outline our conceptual approach, the key features of the

three scientific innovations analysed in this study, the protected space required for

their development, and the study’s empirical methods. We then describe the

different ways in which scientists in each country were able – to varying extents - to

develop the necessary knowledge and skills and build protected space. These

variations suggest some more general conclusions about how different authoritative

actors were able to provide the necessary conditions for the development of these

innovations, and the extent to which they did so in each country, which are

discussed in the subsequent section.

Authority, Protected Space and Scientific Innovations

Changes in governance systems typically involve shifts in how, and by whom,

particular activities and interests are coordinated and controlled through authority

relationships. As Rosenau suggests (2004: 32): ‘‘To govern ….. is to exercise

authority. To have authority is to be recognised as having the right to govern, to

issue directives or requests that are heeded by those to whom they are addressed.’’

Governance changes in the public sciences thus include shifts in both the nature of

authoritative agencies that can legitimately influence the choice of research goals

and approaches and in the means through which they ensure compliance (Crouch

2005: 108–124; Whitley 2011).

Authority changes can be expected to affect the development of innovations in

the sciences in a number of ways but one of the most significant is through changes

in the level of protected space afforded to researchers. Protected space is here

understood as the period of time for which scientists have control over the use of

particular amounts of human and material resources, including their own time, to

pursue particular problems without suffering severe reputational and career

consequences (Whitley and Gläser 2014a: 8). It has two dimensions: duration and

3 The project ‘‘Restructuring Higher Education and Scientific Innovation’’ (RHESI) was funded under the

EuroHESC programme of the European Science Foundation. The research has been supported by

Deutsche Forschungsgemeinschaft (Grant Schi 553/7-1), by The Netherlands Organisation for Scientific

Research (NWO Grant 461-09-710), by the Swedish Research Council (Grant 90671701) and the Swiss

National Science Foundation (SNF grant 125814). The project was led by Richard Whitley, Uwe

Schimank, Jochen Gläser, Dietmar Braun, Lars Engwall and Jürgen Enders.
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access to resources, including the proportion of working time available for

researchers to devote to particular problems.4

In their decisions to work on problems that are likely to result in significant

innovations, it is important for researchers to consider the level of available

protected space relative to the amount that they perceive to be necessary for the task

(see Fujimura 1987 on the ‘‘do-ability’’ of research problems). Their ability to build

the required level of protected space depends on the organisation of authority

relations in a science system, particularly the ways that organisational positions and

structures of the grant funding system are connected to the direction of research

processes and access to resources (Gläser et al. 2014b; Whitley 2014). The impact

of changing authority relations on opportunities to develop intellectual innovations

can, then, be analysed by comparing situations in which researchers decide to begin,

continue, or abandon the development of intellectual innovations. These situations

are characterized by specific relationships between necessary protected space

(which depends on the innovation), on the one hand, and opportunities to build

protected space (which depend on authority relations). The comparative project

analysed researchers’ opportunities to develop three innovations: the experimental

realisation of Bose-Einstein condensates (BEC) in physics, experimental evolu-

tionary-developmental biology (evo-devo), and international comparative large-

scale assessments of student performance (ILSA) in educational science (PISA

being the best-known example).

Two of these innovations, BEC and the strand of evo-devo introducing novel

model organisms, involved major commitments of time and other resources to

technically uncertain projects that were unlikely to contribute directly to socio-

economic objectives.5 In contrast, the third, the International Comparative Large-

scale Assessments of Student Performance (ILSA), represented a costly intervention

by governments to develop specific research projects for policy purposes that could

affect the development of education research in each country. These three scientific

developments also varied in the extent to which they depended on access to

different kinds of knowledge and skills and had high levels of scientific potential.

a) The Experimental Realisation of Bose-Einstein Condensates

Bose-Einstein condensates occur when gases of atoms are cooled to temperatures

very close to absolute zero, particles lose their individual identities and coalesce into

a single blob. Their existence was theoretically predicted in 1924 by Bose and

Einstein. Although widely accepted as a theoretical phenomenon, the experimental

4 The notion of ‘protected space’ has been used before to describe a social space in which researchers are

shielded from interference (Krohn and Weyer 1994; Rip 1995, 2011; see also Hackett 2005 on ‘protected

sphere’; and Luukkonen and Thomas 2016 on ‘negotiated space’). Our use of the concept emphasizes the

shielding from interferences by all authoritative agencies including scientific communities (via

reputational mechanisms), organisations (through hierarchical governance) and science policy and

funding (through expectations tied to resources). The use of two measurable dimensions (time horizon

and resources) turns ‘protected space’ from a metaphor into a variable that enables the comparative

analysis of opportunities to build specific protected space under varying conditions.
5 For the analysis of funding in the context of governance changes, we consider only the ‘high-cost’

strand of evo-devo innovations. For an account of the dynamics of evo-devo in its full breadth, see Laudel

et al. (2014a).
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realisation of BEC was regarded by many physicists as being very difficult, if not

impossible, to achieve for both theoretical and technological reasons. In 1995 the

first BEC was experimentally produced by two US groups, later rewarded with the

Nobel Prize. However, the scientific community was initially undecided whether

BEC would be the end of a long quest or whether it would open up new research

opportunities. It soon, though, became apparent that BEC can be used for a wide

range of fundamental research in several subfields of physics and BEC research

grew rapidly to become an established field of research (Fallani and Kastberg 2015).

There is, however, no immediate prospect of commercial applications.

In this case, scientists clearly required quite high levels of protected space.

Without access to substantial human and material resources, the experiments simply

could not be conducted. Constructing the necessary experimental system and

understanding how it worked took several years. During this time scientists were

unable to generate publishable experimental results and so ran considerable risks of

being regarded as unproductive. In some cases, journals did publish details of their

experiments, but the reputational dangers involved in pursuing such long term

research projects that many physicists thought would result in failure remained

considerable.

b) Evolutionary Developmental Biology

Evolutionary Developmental biology is a highly heterogeneous interdisciplinary

field that explores links between the evolution of a species (the subject matter of

evolutionary biology) and the embryonic development of its individuals (the subject

matter of developmental biology). It can be traced back to the end of the 1970s,

when it became more and more obvious that neo-Darwinian theory was unable to

account for all empirical findings of evolutionary biology, particularly the rapid

changes in the forms of organisms evident from the fossil record and the origins of

traits that did not constitute an adaptation to the environment. The discovery of

genes regulating embryonic development (HOX genes) in the 1980s and advances

in molecular and genomic techniques made it possible to address specific questions

by comparing the development of different organisms, which led to increased

understanding of developmental mechanisms on the molecular level. Similar to

BEC, this research has little commercial relevance.

As in the case of BEC research, obtaining the necessary resources for

experimental evo-devo work has been a major concern for scientists conducting

research with several non-standard organisms. While conceptual and less advanced

experimental research were possible with average resources and in average time

frames of developmental or evolutionary biology, advanced experiments required

maintaining support for needed facilities over a number of years and had a duration

that was difficult to predict. Equally, the possibility of publishing research results

and gaining reputations from scientific audiences for significant contributions might

conflict with traditional methodological standards for evaluating research on model

organisms, which overwhelmingly dominated leading journals, conferences and

academic positions.
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c) International Large-Scale Student Assessments

The third innovation to be considered here dealt with the comparative analysis of

the effectiveness of national school systems as revealed by international large-scale

assessments of student performance. It stemmed from a more exogenous stimulus in

that it arose from public policy interest in the relative performance of school

students across OECD countries. Although attempts to conduct comparative

analyses of student achievement have been made for a long time by various

international groups, it was only at the beginning of the 1990s that their

methodological quality and organisation significantly improved the comparability

of national results. ILSA data could now be used for rigorous international

comparative studies, which could not be done before.

Much of the impetus for comparative analyses of school performance using these

large-scale surveys came from bureaucratic and political elites rather than

established social scientists and many academics remained rather disdainful of

their purposes and the techniques employed. The intellectual potential of such

surveys and research based on them was commonly regarded as being rather limited

given their highly standardised and decontextualised nature, except for posing many

puzzles for more policy-oriented researchers.

The collection of ILSA data required considerable resources, particularly in large

countries. Once the results of large-scale assessments of school student performance

were made publicly available for researchers, social scientists used to analysing

large data sets did not require long periods of time to generate publishable outputs.

On the other hand, researchers who did not have such knowledge and skills needed

more protected space to acquire such competencies, and in some cases to alter their

intellectual goals and approaches quite radically.

Most of the groups working on the three innovations were identified from

searches of publications in these scientific fields, websites, university staff lists in

different faculties and asking interviewees to identify other contributors. Our main

source of data consisted of semi-structured interviews with research group leaders

and other researchers involved in selecting projects who intended to develop the

three innovations.6 Additional interviews were conducted with researchers in the

three fields who observed but did not want to develop the innovation, officers of

funding agencies, university managers, and policymakers. Their distribution

between innovations and countries is summarised in Table 1. To contextualise

data from interviews, we analysed publications that described the development of

the innovations, annual reports of funding agencies, and other documents. The

investigation covered the time period from interviewees’ research prior to the

decision to develop the innovation to the present (the interviews were conducted

between 2011 and 2013). Prior research often went back to the early 1990s.

The interviews with researchers lasted between 60 and 120 minutes, and

consisted of two main parts. In the first part, the interviewee’s attempts to begin

6 As part of the RHESI project, the empirical research was conducted by Enno Aljets, Martin

Benninghoff, Adriana Gorga, Tina Hedmo, Elias Hakansson, Eric Lettkemann, Raphael Ramuz, and

Linda Wedlin. For detailed results of case studies, see (Gläser et al. 2014a; Gläser et al. 2014b; Laudel

et al. 2014a; Laudel et al. 2014b; Laudel and Weyer 2014).
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research on the innovation were discussed in the contexts of the interviewee’s

research since his or her PhD project, exploring the continuities and thematic

changes and reasons for them. This part of the interview was supported by a

bibliometric map of the interviewee’s publications that showed thematic links

between publications, an example of which is summarised in Fig. 1. The map was

used to stimulate the recall and to prompt narratives about the content of research

(see Gläser and Laudel 2015 on the methodology).

The second part of these interviews concerned the conditions of the research.

Topics included the knowledge, personnel and equipment required to produce the

innovation, sources of material support, and opportunities as well as constraints

provided by the interviewee’s organisational positions. Informants from funding

agencies were asked about their decision-making procedures, while university

managers and policymakers were asked about research priorities and the measures

undertaken to support them.

Table 1 Number of interviews with researchers and other informants (numbers in brackets refer to

researchers from the fields who did not develop the innovation)

Researchers Other Informants

BEC Evo-Devo ILSA

Germany 8 8 11 (2) 3

Netherlands 7 (2) 13 (1) 7 5

Sweden 2 (3) 5 5 2

Switzerland 13 (9) 13 6 (7) 9

44 40 38 19

009997 98 01 02 03 04 05 06 07 08 09 10
Assistent 

University B

94 95 96
Professor,  University A

119392919088 8985 86 8784
PhD Student, 
University A

Fellowship 
University B

Evo devo 
publications

Fig. 1 Example of a research trail of an evo-devo researcher (the circles are publications, the size of the
circles indicates the number of citations, the lines show thematic connections between publications)
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Developing Three Scientific Innovations in Four European Countries

We now turn to describe how researchers in four European countries that differed in

size, epistemic traditions and extent of funding and governance reforms dealt with

these requirements. The uneven development of governance changes provided us

with contrasting situations concerning: a) pre-existing epistemic foundations of the

innovation, b) funding (substantial university recurrent funding in Switzerland but

not in the other countries, substantial involvement of private foundations in Sweden

but not in the other countries) c) the implementation of public policy goals in

science policies (most widespread in the Netherlands), and d) higher education

reforms (most advanced in the Netherlands, least advanced in Germany).

A) Bose-Einstein Condensates

Among the four countries under investigation, only Germany and the Netherlands

had traditions in the experimental physics fields on which the production of BECs

was based, namely atomic and molecular optics, low-temperature physics and laser

physics. Not surprisingly, the earliest attempts to start BEC research were made in

those two countries, followed a couple of years later by researchers in Sweden and

Switzerland.

For a long time following the first experimental success, manufacturing a BEC

remained a lengthy and risky process. Since BEC could be expected to occur only if

a relatively dense atom gas was cooled to the lowest temperature possible at that

time, researchers had to combine several recently developed advanced cooling

methods. Among these, laser cooling was available only in few laboratories, and

was ‘spread’ by postdoctoral researchers. The resources necessary for experimental

success included a low temperature laboratory as basic infrastructure and between

100,000 to 500,000 Euros for additional equipment depending on the methodolog-

ical difference between prior research and BEC. At least two researchers (postdocs

or PhD students) were necessary to build and test the experimental set-up.

All researchers who were interested in manufacturing a BEC had to make a

decision to change their research accordingly and build the necessary protected

space. Several German researchers refrained because they feared not being able to

compete with researchers from the US and especially with the two groups that

announced their plans in 1993, succeeded in 1995, and whose results would not be

replicated until 1997. Other researchers were less concerned about the competition

but felt unable to build the necessary protected space. These included two Dutch

researchers on tenured positions below the professorial level who wanted to start

BEC research but did not have access to the infrastructure. The professors who

controlled the infrastructure were not interested in BEC research and did not allow

the use of ‘their’ laser equipment for it. A newly appointed professor at a German

university also could not access the necessary infrastructure because the university

delayed the promised investment for several years.

Researchers who did decide to focus on BEC research did so because they had

access to the necessary infrastructure in four distinct ways. Established professors

had their own laboratories while newly appointed professors received start-up or
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loyalty packages with which they could equip a laboratory. Several Dutch and

German researchers below the professorial level were granted access to their

professors’ laboratories for BEC work. Finally, a Swedish professor built his

infrastructure entirely from a large grant for equipment (a kind of grant that did not

exist in the other countries). In addition to the equipment, university infrastructure

for professors included discretion over positions for PhD students. Only the Swedish

professor who built his infrastructure with a grant did not have discretion over

personnel as part of the infrastructure funding.

Recurrent funding at universities was usually not sufficient to conduct BEC

research. Only researchers at a German state research institute and two newly

appointed professors in Switzerland were able to build the necessary protected space

for their BEC research exclusively with recurrent funding. Since the latter two had

already conducted BEC research in their previous positions abroad, they were able

to rebuild their experimental systems with generous start-up packages from their

new universities and continue their BEC research lines.

All the other researchers needed to obtain project grants.7 However, even during

the early years following the 1995 experimental success, these were not easily

obtained because the scientific community was divided about the utility of further

manufacture of BEC. Researchers could, though, partially compensate for the

reluctance of funding agencies and slow decision-making processes by bootlegging

funds from other external grants. Funding agencies typically did not closely monitor

the use of approved grants, which gave many researchers considerable leeway if

they wanted to take up new lines of research quickly. Only a Swedish researcher

faced serious limitations because although his grant was approved for BEC research,

it could only be used to fund equipment and he was allocated only one PhD position

by his department.

All researchers had to cope with the mismatch between the time needed to

develop their experimental systems and the three or four-year terms of project

grants. Most researchers who successfully manufactured BECs did so after more

than five years, some of them needed eight years and more. There was a remarkable

difference in the attitudes of Dutch and German physics communities (and,

consequently, grant funding agencies) towards these uncertain time horizons in the

late 1990s and early 2000s. While German researchers received consecutive grants

for BEC research regardless of their limited success with each single grant, the

decision-making process in the Netherlands was different.

At the end of the 1990s Dutch researchers cooperated to submit a proposal for

funding dedicated to BEC research. After reviews and revisions, which delayed the

funding until 2000, this programme provided access to dedicated grants for

researchers who wanted to produce BECs. However, when the programme was

evaluated after three years, it was stopped because no further BECs were realised

after the first success in 1999. The funding agency, FOM, then established a second

funding programme for BEC but allocated all the funds of this programme to the

7 Project funding was provided by external funding agencies: the Deutsche Forschungsgemeinschaft in

Germany (DFG), Stichting voor Fundamenteel Onderzoek der Materie (FOM) in the Netherlands, Swiss

National Science Foundation (SNF) in Switzerland, and private foundations in Sweden.
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group of the researcher who already had produced a BEC and to a junior research

group leader in his department. These groups were the only two in the Netherlands

whose research was not hindered by insufficient funding.

For some researchers, the long time required for successfully manufacturing

BECs also came into conflict with evaluation cycles. For a Dutch researcher on a

tenure-track position, this conflict was resolved by his faculty acknowledging the

time frame of his research and suspending the mid-term evaluation. The Swedish

researcher, however, found his department disappointed with his progress after the

‘usual’ time for projects to be completed.

Difficulties in gaining sufficient grants to deal with the uncertainties involved led

two researchers to abandon their attempts to produce BECs. A Dutch researcher

could not obtain grants for his BEC research anymore and had to give up. The

Swedish researcher, who almost entirely depended on external grants, faced

difficulties in securing sufficient resources to continue his research. In addition, he

was criticised locally for his BEC research not producing enough publications, as

the department did not allow for the long and unpredictable time horizon. As a

consequence, he was not allocated any more PhD students from department funds

and eventually he gave up BEC research and left Sweden.

This summary of the decisions of researchers enables us to identify the conditions

necessary to realise BECs experimentally. For researchers to attempt developing

BEC at all, it was necessary that they believed they would be able to build the

necessary protected space. Those who felt unable to do this delayed the

development of the innovation or permanently took up different topics. The same

applies to those who did not feel they could successfully compete with the US

groups because the fear of being too late was at least partly caused by insufficient

access to resources.8

However, only in very few cases was such access sufficient for building the

needed protected space. In most cases, repeated substantial grant funding was a

second necessary condition because university support needed to be complemented

by funding for project-specific equipment and (additional) personnel. This depended

on scientific communities and funding agencies being prepared to tolerate and

support projects that contradicted the majority opinion at the beginning of

successful BEC research and exceeded the common grant funding cycles of three or

four years throughout the development of BEC. Researchers also needed to have

permanent positions, or at least to expect them on their tenure-track positions. An

additional condition that helped to speed up BEC research was access to grant

funding that could be ‘bootlegged’ before dedicated BEC funding could be

acquired.

8 Still, the amount of grant and university funding obtained for BEC in the four countries was only half of

what the US group leader producing the first BEC in the USA had at his disposal as a young assistant

professor, at a time when BEC was a highly unpredictable endeavour (Ketterle 2002). When Ketterle

became assistant professor, he received a start-up package. In addition, his former professor gave him full

discretion over a lab that was newly equipped for BEC research and over two experienced PhD students.

Ketterle could fund two more PhD students, one of them from an NSF grant that he received although the

manufacturing BECs was considered impossible by most.
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B) Evolutionary Developmental Biology

In developing this innovation, researchers in both Germany and Switzerland had a

strong tradition in the relevant biological fields. Swiss scientists in particular

contributed actively to the development of evo-devo. In the Netherlands and in

Sweden both fields were well, but unevenly, established, with the Netherlands

having a stronger tradition in developmental biology and Sweden in evolutionary

biology.

In contrast to BEC research, evo-devo could be developed in a variety of ways

that differed in the extent to which they broke with the epistemic traditions of the

two ‘home fields’ and consequently the level of the required protected space (Laudel

et al. 2014a). The simplest way of contributing to evo-devo is to extend research

findings obtained in a traditional disciplinary context to an evo-devo one. This could

be done within the protected space for their previous research, i.e. without

additional resource or time requirements. At the other end of the spectrum, evo-devo

research can be pursued as a high-risk and high cost strategy of comparative

experiments with two species that are not traditional model organisms of biology

but are best suited for evo-devo. This approach required substantial investments in

infrastructure including animal breeding facilities and research personnel. It was

characterised by long and unpredictable time-horizons and a high risk of

experimental failure. Between these poles, medium-risk strategies struck a

compromise, e.g. by comparing well established model organisms with one new

species or by experimenting with a new species and comparing results to published

data. Following such a medium-risk strategy could still lead to unpredictable time-

horizons and to reputational risks when epistemic standards of a community were

challenged.9

Owing to the variability of evo-devo research and its necessary protected space,

researchers could adapt their decision to develop the innovation to their

opportunities to build protected space. If they were interested, they could decide

on a purely conceptual contribution or choose an experimental approach they could

‘afford’ in terms of protected space. As a consequence, we observed researchers at

all career stages and with a wide range of opportunities to build protected space

participating in evo-devo research. Many of the interviewed researchers started with

a low-cost or medium-cost approach to evo-devo and gradually increased their

commitment to the area as their opportunities to build protected space grew.

Nevertheless, some researchers faced similar problems as their colleagues

developing BEC in that they did not believe they could build the protected space for

the particular evo-devo research they intended. Medium- and high-cost evo-devo

approaches require access to substantial infrastructure, i.e. a laboratory with basic

equipment and technical staff. Two postdocs (one Dutch and one Swiss) could not

develop these approaches because they did not have access to this infrastructure and

postponed their evo-devo research. Another Dutch researcher intended to begin evo-

devo research as a PhD student but no such post was available at the time.

9 Evo-devo researchers working with non-model organisms sometimes faced publication difficulties

because they could not provide the standard functional tests with these organisms because the methods

were not developed yet.
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Researchers who wanted to conduct dedicated evo-devo experiments needed

access to both research infrastructure and grant funding. Access to infrastructure

was restricted to professors, who could ‘lend’ it to members of their research groups

for evo-devo research even when they were not interested in it themselves. In

Sweden, a substantial part of the infrastructure was provided by unusually large

grants from external funding agencies.

The infrastructure requirements of high-cost evo-devo research exceeded even

those of BEC. If species that have not been used in biological experiments before

were to be used for such research (which was often the case), these non-model

organisms had to be bred and studied. New animal breeding facilities incurred costs

that often exceeded the normal infrastructure, costs that could be covered by

generous start-up or loyalty packages for professors. This is why high-cost evo-devo

was found primarily in Swiss universities and German state-funded research

institutes, which provided sufficient support without scientists having to apply for

additional grants. In Sweden, these resources were provided by external research

foundations.

All the other researchers needed to apply for additional grants. Since researchers

were able to match their involvement in evo-devo research to funding opportunities,

the failure to acquire grants did not necessarily lead to the immediate abandonment

of the innovation. Instead, they adapted their approach to their access to resources in

ways that worked well in Germany, Sweden and Switzerland. In contrast, an

unfavourable situation for evo-devo research emerged in the Netherlands.

Here, in the late 1990s and 2000s the state developed strong political

expectations concerning the utility of university research, which were adopted by

funding agencies. The main Dutch funding council NWO shifted its funding into

applied fields and to thematic programmes. Success rates for investigator-driven

research in biology dropped to 20%. This led to a significant intensification of

competition for grants between evo-devo and well-established fundamental biology

groups. Evo-devo was ill equipped for this competition because as a new and

interdisciplinary field, it did not feature the high citation rates and impact factors of

the established areas. After initial support for evo-devo (NWO even co-funded a

chair dedicated to it), the field faced increasing difficulties in grant funding.

Several researchers in the Netherlands abandoned evo-devo research because

they felt they could not continue it under current political priorities in the

Netherlands. Not only were grants increasingly difficult to obtain and promotion

criteria increasingly difficult to meet, universities withdrew their support for the

same reasons as the research council, namely evo-devo not being applied, not

acquiring enough grant money, and not doing well in terms of evaluation indicators.

As a consequence, evo-devo all but disappeared in the Netherlands (Laudel and

Weyer 2014: 130–132).

The development of evo-devo in the four countries highlights two important

conditions for developing these kinds of intellectual innovations. First, the research

field must be sufficiently supported even if it does not match political priority areas.

If a field does not contribute to public policy goals or university income, it might

lose university support for infrastructure, grant funding, or both. Second,

universities have to be supported sufficiently to provide access to dedicated
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infrastructure. As the examples of the exceptionally well supported Swiss

universities and German state-funded institutes indicate, some innovations may

require infrastructural support that exceeds the recent level of state support of

universities in many European countries.

C) International Large-Scale Student Assessments

The innovative character of ILSA studies has two distinct aspects. First, the data

generation itself (internationally comparative studies) constituted a major innova-

tion in countries that did not have a strong tradition of quantitative educational

research. While this was the case in Germany, where educational research was non-

empirical or qualitative, it was much less so in the other three countries that had

some previous experience of quantitative research, particularly in the Netherlands

and Sweden. Second, the new kind of data provided by ILSA studies could trigger

innovations by enabling new questions to be posed and new comparative studies to

be undertaken. This applied to some extent in all countries, at least as far as

internationally comparative studies were concerned. Such opportunities were more

often taken up by social scientists who did not generate the data but had experience

of these statistical techniques (Gläser et al. 2014a).

Participating in ILSA meant carrying out national surveys according to the

standards set by the international organising associations, which required significant

material costs of up to a million Euros. This necessary protected space exceeded by

far the normal project size of educational research. While data collection was

primarily a routine effort in the Netherlands, Sweden and Switzerland, to the extent

that data could be collected by the state bureau of statistics in the last country,

researchers in Germany became more involved in developing the ILSA method-

ology once policymakers decided to invest in these surveys.

Since the German national educational science community did not traditionally

undertake or accept as valid quantitative educational research, no researcher at a

German university was involved in ILSA at the beginning. Instead, German

participation in ILSA studies was undertaken by staff at a state-funded research

institute, which had a stronger quantitative orientation and was institutionally

committed to conducting such studies as part of their mission. However, the young

researchers who participated in ILSA studies ran a risk in the beginning because

there were no career prospects for them at German universities. Continuous

participation in ILSA studies since the late 1990s has, though, spurred the growth of

a quantitative educational research community and a number of universities have

established institutes for quantitative educational research (Aljets 2015).

The use of ILSA data for developing new educational research occurred with

significant delay and at low speed. Decisions not to use the data for developing

innovations were motivated more by epistemic considerations than by an inability to

build protected space. Many researchers did not consider the data to be suitable for

developing new research paths because they were cross-sectional rather than

longitudinal. Dutch researchers, in particular, considered their own data as being

better than ILSA data for their purposes.

In all four countries, data collection occurred at the request of the state, which

also provided the necessary funding. Research groups in Germany and Sweden
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competed for this opportunity. Once a group was chosen, its financial needs were

met by the state. More recently, research councils in Germany and Switzerland have

also established thematic funding programmes supporting research using ILSA data.

Overall, the new ILSA studies represented a significant investment by national

governments and international agencies, especially the OECD, in monitoring,

comparing and improving the performance of school systems by means of highly

standardised and centrally controlled surveys. By funding these directly and

continuously over a considerable period of time, states created positions and career

opportunities, albeit often on short term contracts, for education researchers that

strengthened quantitative research traditions in Sweden and Switzerland, had little

impact in the Netherlands, and facilitated the institutionalisation of an empirical

research community in Germany.

These national variations reflected the different intellectual traditions at the time

of the new ILSA surveys and researchers’ assessments of these opportunities. While

technical limitations and the centrally controlled structure restricted their scientific

usefulness within each national education research field, the resources provided did

create opportunities for changing the intellectual and organisational authority

structure governing research strategies and practices in three countries, most

significantly of course in Germany. While, then, this case illustrates the limited

ability of political interest and funding to establish scientific innovations directly if

they are not seen to provide significant intellectual advantages, they can stimulate

shifts in the relative attractiveness of different goals and approaches that over time

result in qualitative changes in scientific direction.

Varying Conditions for Innovation Development

A) The Roles of Authoritative Actors

The causal reconstruction of research processes in the previous section makes it

possible to identify particular conditions as being necessary for developing these

innovations. We consider conditions to be necessary if their presence triggered

specific processes of successful innovation development, while their absence

triggered different processes that did not lead to success.10 Table 2 summarises

these necessary conditions and the ways that different authoritative actors helped to

fulfil them. First, researchers have to have the sufficient background expertise and

competencies, or absorptive capacity (Laudel et al. 2014a), to develop the necessary

knowledge and skills. This largely depends on a country’s research landscape and

epistemic traditions. However groundbreaking an intellectual innovation is, it

nevertheless builds on prior research, and the speed at which a national scientific

community can respond to innovation opportunities depends on pre-existing

research.

10 In this study we focus on one type of higher education system, which can loosely be described as

‘Germanic’, and its reformed versions. The inclusion of other types of systems (e.g. as categorised by

Whitley and Gläser 2014b) could change the scope of our causal claims because other conditions of

research would vary.
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This was clearly illustrated by the varying positions national communities took in

developing the innovations. The Dutch physics community had a strong tradition of

research on cold atoms, which is why relatively many research groups were in a

position to take up BEC research. Switzerland did not have such a tradition and had

to ‘import’ BEC of atom gases. In contrast, it was at the forefront of evo-devo

research due to its strong research in the two fields that formed its background.

Germany had the relevant research traditions in the sciences but none at all

supporting ILSA-related research. However, even in cases where relevant research

traditions existed in countries, additional new knowledge required for developing

the innovation often had to be imported. In the case of BEC, both recruitment of

experienced researchers from abroad and international mobility of postdocs were

important conditions for the diffusion of new methods, which were provided by

universities and funding agencies (Laudel et al. 2014b).

A second condition is that epistemic pluralism – support for a variety of

divergent theories and approaches is – maintained by authoritative agencies

continuing to support basic research that is not widely thought to contribute to extra-

scientific goals and tolerate non-mainstream approaches. As the Dutch case

illustrates, this condition can become threatened if either universities or funding

councils (or, in the case of the Netherlands, both) implement public policy goals to

Table 2 Roles of authoritative actors in providing necessary conditions for three scientific innovations
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the detriment of investigator-driven ‘blue sky’ - research. The fate of evo-devo (and,

to some extent, BEC) in the Netherlands illustrates that the incorporation of public

policy goals in science policies may crowd out some fields of basic research.

More importantly, scientific elites can provide authoritative support for non-

mainstream research by funding research that contradicts majority opinion. The

comparison of German and Dutch research on BEC in the late 1990s shows that the

active tolerance of non-majority opinions is an important necessary condition for at

least some innovations in their early stages. Furthermore, the case of ILSA in

Germany illustrates how external funding that is not controlled by the scientific

community can enable non-mainstream research.

Turning to the third condition, the need for lengthy periods of protected space,

high-cost evo-devo and, especially, BEC required long time horizons due to the

technical uncertainty involved. Furthermore, it was very difficult to be sure about

the length of time required to achieve success. In the case of ILSA, the considerable

reputational risks involved in data collection activities resulting from their low

epistemic status also required an extended time dimension of protected space. This

aspect of the innovations was met in two ways.

First, researchers had to have long term, preferably tenured, positions in order to

develop the innovation. While medium-cost and low-cost evo-devo provided ‘entry

points’ for researchers on fixed-term positions, BEC, high-cost evo-devo and ILSA

were developed by researchers on tenured or at least tenure-track positions only.

Tenured positions were provided (and thus controlled) by universities and (in the

case of Germany) state-funded research institutes.

Second, universities, funding agencies and scientific communities had to

accommodate research processes whose duration was unpredictably long. The

typical period for which research grants were available to BEC and evo-devo

researchers was clearly shorter than the expected duration of successful research

processes. The different approaches of universities and funding agencies in

Germany, the Netherlands and Sweden indicate the importance of being flexible

when applying formal accountability and evaluation requirements to these kinds of

projects.

With regard to the fourth condition, the resource dimension of protected space,

there were two necessary conditions. First, not only high-cost approaches but all

experimental research depends on infrastructure, which in most cases is provided by

universities or state-funded research institutes. This infrastructure includes the basic

equipment of a laboratory, technical staff and university funding for positions of

PhD students. It is typically controlled by senior professors, who can grant the use

of ‘their’ infrastructure to other researchers in the university if they approve of the

research. This did indeed happen, albeit not in all cases. The perception of not

having access to infrastructure was the most important reason for young researchers

to decide against developing an innovation.

Some cases of exceptional infrastructure requirements for high-cost evo-devo

highlighted another factor affecting the development of some innovations. If

universities or state-funded research institutes are supposed to fund such

infrastructures, the split between recurrent funding and grant funding can be

decisive for the opportunity to develop an innovation. In some cases of evo-devo
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research, the required infrastructure included new buildings, which were funded

only by Swiss universities and German state-funded research institutes. Thus, the

balance of funding streams and the resulting financial flexibility of universities is

important.

Second, nearly all the researchers needed to acquire external grants, which were

provided by governments for ILSA and by funding agencies for BEC and evo-devo.

Funding agencies typically relied on decisions made by the elites of the relevant

scientific communities and so the development of these kinds of innovations

depended on scientific communities being willing to be flexible in their application

of majority opinions, judgement of success, and handling of the institutionalised

procedures governing grant funding. Finally, an important aspect of the exercise of

authority is its delegation (Whitley and Gläser 2014b). Universities and research

institutes delegate authority when they allow professors or heads of departments to

control the use of infrastructure. Similarly, funding agencies delegate authority over

the use of grants, which turned out to be a facilitating condition for developing BEC

because researchers could ‘bootleg’ their existing grants for beginning BEC

research, saving them time until BEC grants were approved.

B) The Provision of the Necessary Conditions in Four Countries

These conditions were met in different ways and to varying degrees in the four

countries studied here.11 In Table 3 we summarise the initial level of absorptive

capacity for each of the three innovations in each scientific community and the

major ways in which this was enhanced, as well as the primary means of supporting

epistemic pluralism and their changing extent. Differences in the provision of

protected space are also described.

If the development of BEC and evo-devo can serve as examples of how changing

authority relations are affecting epistemic pluralism, such toleration of intellectual

diversity is clearly declining in some countries (see also Lee 2009 on heterodox

economics and Rafols et al. 2012 on a potential mechanism for reducing intellectual

diversity built into the British research evaluation system). This decline can be

ascribed to an increasing overlap and mutual reinforcement of major authoritative

actors’ priorities, as illustrated by the continuing implementation of public policy

goals by universities and funding agencies, that leaves little room for non-

mainstream research, particularly in the Netherlands. Here, higher education

reforms have increased managerial control of research by universities without

increasing the latter’s autonomy from the state. Universities still closely follow all

signals sent by the government because hierarchical subordination within the state

has become partly replaced by increasing financial dependence. As a result, the

institutional diversity of the science system has decreased, and research not

contributing to public policy goals has come under pressure, which in the case of

evo-devo overrode an initial attempt to establish the field.

11 The following discussion is limited by the degree to which the relevant conditions actually made a

difference. In the three smaller countries, the small number of attempts to develop BEC (two in

Switzerland and one in Sweden) or evo-devo (two in Sweden) make it difficult to assess how conditions

were provided.
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Table 3 Provision of necessary conditions in four countries
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Sweden and Switzerland compensated for their limited absorptive capacity for

some innovations by importing researchers and supporting international mobility

(Laudel et al. 2014a, b). In Sweden, large grants for investigator-driven research led

to the start of both BEC and evo-devo research. While the attempt to establish BEC

failed with the one researcher going abroad after not being supported anymore, the

development of evo-devo research continues with several researchers being

supported by a large long-term grant. In Switzerland, quality-driven and well-

endowed appointments by universities led to the establishment of BEC with cold

atom gases (BEC in condensed matter was already well established). Thus, actors in

both countries made resources available that enabled the growth of additional fields.

The time horizon of protected spaces was strongly affected by the balance of

funding between block grants to universities and project based grants. The

governance changes described in the introduction had not yet affected the basic

structure of national career systems in these public science systems. Tenured

positions were available only for professors in Germany and, to a limited extent,

below the professorial level in the other three countries. Swiss universities, German

state-funded research institutes and Swedish large grants were able to meet

exceptional infrastructure requirements and provided enough funding to build

necessary protected space.

However, most researchers could not build protected space from recurrent

funding alone and were forced to supplement protected space with grants whose

duration did not match the required time horizons. The German physics community

responded to this mismatch by applying grant rules flexibly, while its Dutch

counterpart did not. Our observations also indicated the emergence of another short-

term cycle, namely that of performance evaluations by universities (observed in the

Netherlands and Sweden). Neither grant rules nor evaluation cycles fit the long and

often unpredictable time horizons of innovations with high technical uncertainty.

The resource dimension of protected space was also affected by the split funding

mode. Most researchers who wanted to develop BEC or experimental evo-devo

needed control of infrastructure and accompanying grants, which limited the

opportunity to develop these innovations to professors who still controlled the

infrastructure at universities. In the Netherlands, they do so in spite of an explicit

reform of the career system aimed at creating more equality at universities. It can be

doubted that departmental control of university infrastructure in Sweden has made

much of a difference because infrastructure is often funded by large grants, which

are usually held by professors.

Grant funding contributed to an increase in epistemic diversity in Germany,

where it was also provided for non-mainstream research, and in Sweden, where

researchers were free to decide what field to develop with their grant. In addition,

government funding in Germany contributed to epistemic diversity by supporting a

non-mainstream development (ILSA) against the majority opinion of the national

educational science community.

Thus, the changing authority relations brought about by changes in governance

turn out to have ambivalent effects on the opportunities to build protected space for

intellectual innovations. Basic research not thought to contribute to broader socio-

economic purposes faces increasing difficulties because it competes for funding
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with research addressing public policy goals (see also Pavitt 2001: 768–771; Lepori

et al. 2007). The split funding mode does not protect such research because

recurrent funding is typically insufficient for conducting empirical research and

because universities are also being pressured to contribute to public policy goals. On

the other hand, when research contributes to extra-scientific interests, the increasing

number of actors with the resources and commitment to fund it over some years can

support some epistemic diversity.

Concluding Remarks

This analysis of how three scientific innovations have been developed in different

ways in four European public science systems emphasises a number of points about

how recent funding and governance changes are affecting research strategies and

practices. First, increasing the variety of funding agencies and resource providers

for academic research has different effects in different political contexts. If these

organisations allocate their support in pursuit of a wide range of objectives with

flexible evaluation criteria, this is likely to encourage greater diversity of research

strategies and practices. In contrast, where varied authoritative actors focus on

similar goals and apply similar standards in supporting research, the increasing

variety of authoritative agencies supporting research might well lead to greater

homogenisation of research goals and approaches. This may occur either as a

collective focus on the investigation of mainstream problems with established

approaches and techniques, or as hyper-innovation in the form of fashions.

This narrowing of goals and frameworks is especially probable when, second, the

increasing importance of external project funding is combined with reductions in

state financing of universities and public research institutes that restrict the

availability of local research facilities and technical staff for academics and greater

state steering of research council priorities towards public policy purposes. As

seems to have happened in the Netherlands in the 2000s, in public science systems

where both scientists and universities become more dependent on short term state

funding, whether in the form of block grants or project support, and research

councils suffer significant cuts in their budgets at the same time as state agencies

guide them more proactively towards their objectives, researchers become

increasingly pressured to work on problems that fit these priorities. Insofar as such

choices and rationales become more generally institutionalised in a number of

countries, this could result in the petering out of potentially productive research

directions.

Third, the growing standardisation of project cycle times and resource packages

across funding agencies and scientific communities (Laudel and Gläser 2014) make

it more difficult for researchers to pursue projects that deviate from these norms,

especially, if they challenge mainstream beliefs and assessment criteria. Some

scientists undertaking experimental evo-devo research that extends over three years,

requires extensive local infrastructure and continuing technical support, and studies

non-model organisms have found it difficult to produce results to the expected

standards of some journals and referees and to obtain continuing financial support.
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Fourth, both experimental BEC and evo-devo research highlighted the impor-

tance of maintaining substantial locally controlled facilities and associated staff for

scientists to be able to undertake long term, complex and multi-faceted research that

involves high levels of technical uncertainty. If states reduce their block grants to

PROs so much that they become unable to provide such infrastructure and/or

researchers have to apply to external agencies when they experience difficulties with

their equipment or run out of consumables, they are likely to discourage projects

dependent on complex experimental systems and liable to produce such unforeseen

problems.

It is important to note here, though, that the effects of high levels of dependence

on standardised external project grants can be mitigated in some scientific fields by

breaking projects down into distinct modules that can be undertaken by several

researchers with only intermittent coordination, each of whom produces publishable

results. If funding councils additionally delegate considerable discretion over

project funds so that they can be switched between tasks and problems as well as

facilitating extensions before technical success is achieved, as in the physical

sciences in Germany and Switzerland, the constraints of short project cycles can be

further reduced. Correlatively, they will have the greatest impact in sciences where

high technical uncertainty and/or strong dependence on both personal formulation

of problems and interpretation of evidence and long periods of uninterrupted

research time hinder such a division of labour and make time horizons of research

lengthy and unpredictable.

Such constraints are also mitigated in public science systems where the state

continues to support academic research sufficiently for many scientists to be able to

obtain funding for promising projects even if these challenge mainstream

orthodoxies and/or appear to pose major technical difficulties. As the success of

scientists in Switzerland pursuing BEC and experimental evo-devo research in the

late 1990s and 2000s shows, providing enough support for universities for them to

be able to attract leading researchers in these areas with substantial local

infrastructure can prevent some of the homogenisation effects of hyper-competition

and compensate for many of the problems arising from dependence on external

short cycle grants.

Fifth, it is worth emphasising that the impact of direct funding of policy-focused

research and commercialisation of results on the development of scientific fields

depends greatly on researchers’ assessments of the intellectual opportunities

afforded by such support. As the effects of ILSA surveys suggest, policy driven

initiatives can generate considerable outputs for political purposes but are unlikely

to lead directly to new intellectual programmes and approaches becoming

established unless they offer significant scientific advantages over current strategies

and approaches. These advantages might emerge and be utilised with considerable

delay not only in the social sciences but in other fields as well.

Finally, our study highlights two crucial issues in the examination of how

financial and institutional changes affect the development of the sciences.

Concerning progress in theory-building, it reinforces the point that explanations

of such processes are inevitably multi-causal and must link the range of varying

circumstances to particular effects through specific mechanisms. This means that
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assessing the impact of changing authority relations in research funding on the

development of scientific innovations is simply impossible without simultaneously

considering other changes in governance and other conditions of research. As other

contributions to this special issue illustrate, funding may serve as a focus for the

organisation of an explanatory argument but must not restrict the boundaries of

empirical investigations if theoretically adequate explanations are to be achieved.

A second central issue concerns field-specific research practices and conditions

of research, which stand out as critical factors that have to be included in any study

of the impact of governance on research. Across all divisions in science studies,

scholars agree that such field-specific factors impinge upon how funding and

governance structures affect the direction of research. It follows from this that

drawing general conclusions about these relationships depends on a systematic

comparative approach to research content. Our study suggests one conceptual

approach to these problems, which of course must be further developed to

accommodate all fields of science and varieties of governance processes.
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Leydesdorff, Loet, and Élaine Gauthier. 1996. The evaluation of national performance in selected priority

areas using scientometric methods. Research Policy 25(3): 431–450.

132 R. Whitley et al.

123



Luukkonen, Terttu, and Duncan A. Thomas. 2016. The ‘negotiated space’ of university researchers’

pursuit of a research agenda. Minerva 54(1): 99–127.

Makkonen, Teemu. 2013. Government science and technology budgets in times of crisis. Research Policy

42(3): 817–822.

Matthews, David. 2015. Success rates: Surge in applications to ‘struggling’ research councils. Retrieved

20 May 2016, from https://www.timeshighereducation.com/news/success-rates-surge-applications-

struggling-research-councils.

Meier, Frank, and Uwe Schimank. 2010. Mission now possible: Profile building and leadership in German

universities. In Reconfiguring knowledge production: Changing authority relationships in the

sciences and their consequences for intellectual innovation, eds. Richard Whitley, Jochen Gläser,
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