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The Limited Use of Research Evaluation Systems for Managerial Control in Universities
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1. The New Information Needs of Universities

The university is a key authoritative agency in the public sciences that is facing increasing political demands to improve research performance. In many countries, national research evaluation systems (RES) have been institutionalized that hold universities accountable for their research by assessing its quality and feedback this information to universities through public comparative assessments of research quality and/or by differential funding based on quality assessments. In all cases, universities receive both a signal that a major authoritative agency—the state—expects high-quality research and information about the extent to which they fulfil this expectation. From the perspective of the universities, this amounts to increasing pressure to improve their research (Whitley and Gläser 2007).

At the same time, governance reforms in many countries have increased the autonomy of universities from the state and strengthened the position of their central administrators vis-à-vis academics conducting research. Comparative studies have shown that, although governance reforms occur at different rates in different countries, there is a distinctive trend towards stronger hierarchical management in universities, which is accompanied by a weakening of academic self-governance (Schimank 2005). In many countries this amounts to a paradigm shift in authority relationships, with authority concerning decisions on education and research
shifting from the state to universities (Lange and Schimank 2007; Paradeise et al. 2009).

As a result of these two developments, university managers experience both pressure to improve research performance and increasing formal opportunities to ‘manage’ research activities. However, effective management of research requires accurate information about research. This is not to say that no management decision can be made without such information. The sociology of organizations tells that rational management based on accurate information is by no means commonplace (Isenberg 1984). Universities are no exception here—after all, it was a university that provided the inspiration for the garbage-can model of organizational decision-making (Cohen et al. 1972).

Having said this, we must also note that acquiring and processing information is a crucial process for organizational control. In order to maintain and improve their operations, the managers of organizations constantly need information about both their internal activities and their environment. Universities are increasingly expected to improve their research, and their managers’ authority to do so is growing—but do they have the information needed?

This information is partly produced by the RES themselves. By assessing research quality, RES not only create incentives to improve research but also provide information that can be used by universities in that very process. This function of RES has so far been insufficiently appreciated, although it has surfaced in the distinction between summative and formative evaluations, in which the latter are described as being aimed at assisting units to improve their research performance (Geuna and Martin 2003: 278). In political discussions of RES, their use for university managers has been mentioned in a critique of the British plans to replace peer review by an indicator-based assessment procedure. According to Bekhradnia (2008), the indicator-based procedure would deprive universities of the information they need to improve their research.

The informational yield of different RES for university management varies, as do the uses to which this information can be put. The aim of this chapter is to suggest how the different evaluation techniques used in RES affect their informational yield for the exercise of authority by

---

1 Unfortunately, the distinction between formative and summative evaluations (those ‘making judgments about the performance of a unit by comparison with similar units’ (Geuna and Martin 2003: 278) suggests that summative evaluations neither have the purpose to support units’ improvement of their research nor do actually contribute to such an improvement. Our chapter will demonstrate that this suggestion is misleading.
university management. Our analysis is based on the comparison of five RES, which between them cover the major variations in the autonomy of universities, purposes of RES, evaluation procedures, and informational yield.

2. Analytical Framework

The Contingent Authority of University Management

As managers of organizations we might expect university managers to set goals, to create conditions for task performance, to monitor goal attainment, and to respond to the outcomes of this monitoring by changing conditions of work. However, in practice the authority of university management in most public science systems varies between ‘almost non-existent’ to ‘limited’, for three main reasons. First, even though research is one of the core activities of the research university, it is only loosely coupled with the university’s authoritative structure. Universities provide researchers with some material resources and an organizational frame that serves as interface between research and society. However, they are not the actor that produces knowledge even though they provide an important social context for research. Goal setting, choice of methods, collaboration, the acquisition of critical resources (information), integration of results, and quality control are all primarily governed by the scientific communities to which academics contribute. Most of these communities transgress organizational and, usually, national boundaries.

Owing to their specific decision structure, scientific communities can produce new knowledge regardless of the uncertainty inherent to that process, which includes uncertainty about the problem, the existence of a solution, the approach to the solution, the resources required for solving the problem, and the meaning of the solution (Gläser 2006; 2007). For the same reason, only senior academics working in the same field as their colleagues can exercise effective authority over research activities. The impossibility for university management in general of ‘managing’ problem definition and selection, evaluating research strategies and techniques, and assessing the intellectual value of results limits the extent to which universities can turn into strategic actors (Whitley 2008: 24–6)—by which they can move beyond the rhetorical construction of ‘actorhood’ that has been discussed by Weingart and Maasen (2007).
Beyond this principal limitation for university management, its authority and action capabilities depend on the way in which universities are formally institutionalized (Whitley 2008: 26–31). The authority of universities depends on their autonomy *vis-a-vis* the state and *vis-a-vis* their academics, and thus varies considerably between countries. Simplifying the distinction introduced by Whitley in this volume, the poles of the spectrum are the ‘hollow organization’ (the traditional German model) and the ‘employment organization’ (mostly established in the Anglophone countries). The former was in place in Germany, Austria, several Nordic countries, and Japan in its pure form until a decade or so ago. It is characterized by largely powerless universities, whose personnel matters, budgets, and resources are controlled by the state. The high autonomy of university professors, who were appointed and equipped by the state, prevented universities from interventions in matters of teaching and research. Although most countries featuring the traditional German university model have initiated reforms in order to increase the autonomy of universities, many of these limitations still exist. In contrast, the ‘employment organization’ model features much more formally autonomous universities which have considerable control of budgets, capital investment, personnel, and salaries, as well as their internal structure and the courses taught. In many such university systems, internal hierarchies are replacing more collegial forms of governance (Clark 1998).

A third limitation faced by all universities is a consequence of universities’ limited access to ‘their’ research. In order to ‘manage’ research effectively, universities would need information about the organization and direction of research. Obtaining such information is difficult because work processes are embedded in scientific communities rather than being governed by formal organizations, and are opaque to university management. Most information about the research process, the quality of conditions of work, and the quality of results is generated in the course of conducting research. However, this information is largely internal to the work process, idiosyncratic, and understandable only to other academics—in most cases only to those from the same field.

Thus, the increasing pressure for universities to produce high-quality and societal-relevant research highlights a major problem for them: they need to be able to affect research processes but cannot generate the information to do so. This problem is aggravated in some countries by the limited formal authority and capabilities of university management, but exists in all countries because of the specific way in which the production of scientific knowledge is embedded in universities.
Research Evaluation Systems as Sources of Information

The emerging RES not only create incentives for universities, and thus their demand for information about research, but are also an important source of such information. RES are created for three purposes: (1) to inform universities about the quality of research, (2) to provide incentives for improving research, and (in many but not all cases) (3) to improve research by redistributing resources from weak to strong performers. The information they generate can be used for university management decisions. However, for most RES this is a side effect rather than their main purpose.

RES differ widely in the information they use as input, assessment procedures, and their output of information about research quality (see Gläser 2008 for an overview). The most important distinction is that between RES based on peer review and indicator-based RES. The former employ an assessment of research that is conducted by colleagues working in the same field as the academics whose research is evaluated, while the latter use quantitative data about research and its outputs. The two kinds of RES are easy to tell apart because even though peer-review processes often also use quantitative information on research performance, indicator-based systems are characterized by the absence of peer judgements, as will become clear from our case studies.

RES that are based on peer review take the view that a researcher’s peers are the only people who can judge the quality of research by analysing its content. Assessment of content is achieved by requesting the submission of research outputs (mostly publications) which are read by the assessors. In most cases, contextual information including statistical information on staff, resources, external funding, and outputs is used as additional input to the peer-review process. This information is provided for ‘units of assessment’, which might be constituted by all research of a university in a certain field, an organizational sub-unit of the university such as an institute or research group, or an individual academic. Apart from reading submitted research outputs, peer review procedures may include interactions with the evaluated units such as interviews of scientists or site visits. The outcomes of peer review-based evaluations are commonly provided as formalized ratings of the ‘units of assessment’ in one or more dimensions,

The first RES ever—those of the Netherlands (introduced in 1983) and the UK (1986)—utilized peer review as the assessment method. The British RES—the Research Assessment Exercise (RAE)—has been copied (with varying degrees of match) by Hong Kong (first review in 1993), New Zealand (2003), Italy (2004), and Australia (planned for 2008 but abandoned by the new government that was elected late in 2007).
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which make the assessments comparable across universities and disciplines. The ratings are usually accompanied by a short text that explains the judgement.

In contrast, indicator-based RES rely on quantifiable properties of the input, process, or output of research as proxies for research quality. Countries currently using indicator-based RES include Australia, Germany (at the level of federal states), Ireland, Norway, and Belgium (the Flemish region). The most frequently used indicators are

- the amount of external funding, which is seen as an indicator of quality because winning external grants usually depends on the project passing a peer review;
- numbers of publications, which are sometimes weighted by the quality of publication types (such as ‘international, peer-reviewed journals’); and
- numbers of Ph.D. graduations.

These indicators obviously measure the amount rather than the quality of research. Their use can be explained by two of their properties: the opportunity to easily collect the information about them, and their applicability to most fields of research. The former property makes indicator-based RES a cheap alternative to the expensive peer reviews, while the latter is essential for applying homogeneous RES to universities covering all fields of learning. More sophisticated and more valid indicators such as those based on citations cannot be currently applied to all fields, and require expensive methods of data collection and data cleansing (van Raan 1996: 403, 405).

Variables

Our analysis compares the informational yield of each of the RES and the use universities make of this information. Since university management is by and large unable to prescribe inputs, procedures, or outcomes of the research process, its opportunities to influence research are limited to shaping some of its basic conditions and to managing some of the behaviour of its actors—the researchers. These opportunities arise mainly in three kinds of decision. Internal resource distribution allocates the university's block funding to sub-units of the university (faculties, schools, and individual academics) in order to maintain the infrastructure for teaching and research tasks. A second major task of the university management is internal (re)structuring of the university. Much of this restructuring occurs because of changes in student demand (which still is the major basis of
funding for universities). However, RES and in particular the performance-based allocations of block grants create strong incentives for universities to change their structures of research as well. A third kind of decisions aimed at improving research performance concerns the *management of individual performance*. This includes hiring decisions, the use of probationary periods, recommendations to academics about their conduct of research, decisions on tenure and promotion, and other uses of incentives.\(^3\)

While these decisions mostly utilize different information, they share the requirement for information about research performance and about favourable conditions for increasing performance. This kind of information is—to varying degrees—provided by RES. In order to compare the informational yield of RES, we use five dimensions: (1) richness, (2) timeliness, (3) validity, (4) legitimacy, and (5) comparability. These are, as will be evident below, partly derived from the organizational sociology literature on management information processing. The evaluation techniques can be ranked according to their yield in each dimension (Figure 5.1). With the exception of timeliness, the rankings must be based on relative rather than absolute scales because no objective ‘yardstick’ exists against which richness, validity, legitimacy, and comparability of information could be assessed.

---

\(^3\) These decisions are often only analytically distinguishable. For example, the hiring of a senior academic is likely to simultaneously have resource, structural, and performance management aspects. As we have discussed in the previous section, the extent to which university management has the formal authority to make these decisions varies between countries.
RICHNESS

The richness of information provided by different communication channels is a central concern of the organizational sociology literature. While it is possible to distinguish between the amount of information and the richness of the channels through which it is provided, this is not necessary in our particular analysis. We define the richness of information as the number of different aspects about which information is provided, thereby synthesizing the concepts ‘amount of information’ and ‘richness of communication channels’ that are sometimes discussed separately in organizational sociology (Daft and Macintosh 1981: 210; Daft and Lengel 1984: 195–8; 1986).

The ranking of RES according to the richness of information they supply can draw on comparisons of communication media richness (Daft and Lengel 1984: 195–8). Peer reviews have the potential to provide very rich information. In particular, peer reviews—and only peer reviews—can provide information about a unit’s potential for future high-quality research. Given the right input (such as research programmes) and procedure (especially site visits), assessors are able to draw inferences about the capabilities of researchers, the suitability of their equipment, and the fit between these conditions and the research programme. However, the design of peer reviews in RES often reduces the richness of information. We rank peer reviews that provide detailed verbal reports higher than those who provide ratings or rankings in several dimensions. A set of indicators that provides information about several aspects of research performance is less rich because the numerical values are lacking the link to research performance, which has to be established by \textit{ex-post} interpretations. Among RES using peer-review-based ratings or sets of indicators, the richness of information decreases as the number of dimensions (indicators) declines.

TIMELINESS

The timeliness of information has received far less attention than the amount of information or media richness.\footnote{But see Choudhury and Sampler (1997) on the ‘time specificity’ of information.} Apparently, the literature implicitly assumes that management always can acquire the necessary information about its technologies, and has to cope with whatever is the timeliness of information provided in the organization’s environment. The case of research organizations that obtain information about their...
technology by collaborating with their environment has not yet been taken into account.

In one sense, the timeliness of information can be considered to be an aspect of its validity—the older the information, the less likely it is to adequately depict current research quality. This aspect of timeliness depends on the evaluation cycles of RES, which vary considerably. The longer the period between two assessments, the more outdated the information used in current management decisions becomes.

However, timeliness has a dimension that merits separate treatment: namely, the limitation of timeliness that is produced by the input in evaluations. The material that is evaluated always represents past research. Peer reviews that rely on the examination of submitted publications assess the quality of research whose results were ‘written up’, reviewed, possibly revised, and thus finally published after months or years. Indicators such as numbers of publications or of Ph.D. completions have the same problem.5

VALIDITY

The validity of research evaluation techniques is an issue that is not well understood, and is highly contested and difficult to separate from issues of legitimacy. The major fault line in the discussion about evaluation techniques runs between an argument for peer review as the only way to evaluate the content of research directly and arguments pointing to peer review’s opacity and susceptibility to bias, favouring quantitative indicators as ‘objective’ methods that do not depend on personal judgements of few assessors. In order to be able to include validity as a dimension of informational yield at all, we disregard problems of bias (which reduces validity but is a random rather than systematic property) and opacity (which hinders the measurement of validity rather than reducing it). The validity of management information has not been discussed in the literature except for occasional references to information accuracy (for example, Saunders and Jones 1990: 38). However, it can be linked to information accuracy and one

5 If citation-based indicators were used, the situation would be even worse because for citations to occur some time must pass for a publication to be read, used in other research, and be cited in subsequent publications. The only exception is the indicator ‘external funding’, which relies on ex-ante evaluations and thus refers to research that is being undertaken when the data are collected. This relatively high timeliness is achieved by this indicator’s reliance on prospective peer reviews. Contrary to all other evaluation methods and indicators, the indicator ‘external funding’ reflects an evaluation of plans for the research rather than accomplished research.
of the central themes of management information processing: namely, the equivocality of information. Equivocality can be defined as ‘the multiplicity of meaning conveyed by information about organizational activities’ (Daft and Macintosh 1981: 211, see also Weick 1979). Both unknown validity and low validity of information about research performance increase the information’s equivocality.

If we treat the evaluation embedded in RES as an interrogation of the research about its quality, the ranking of media richness (Daft and Lengel 1984: 195–8) can once more be used to assess the RES. RES based on peer review generally rank higher than those based on indicators, because the former use at least written verbal reports, while the latter just use numbers. Among the peer-review-based systems, those including personal communication between evaluators and the evaluated (interviews or site visits) rank highest because they use a medium of higher richness. The rather simple quantitative indicators currently used in RES partly reflect volume rather than quality (in particular Ph.D. completions and numbers of publications) and in any case reflect factors other than quality (for publications, see Butler 2004; for external funding, see Laudel 2006). Their validity is generally considered to be low (Jauch and Glueck 1975: 70–3; Phillimore 1989; Wood 1989).

LEGITIMACY

Legitimacy is related to the norms and culture of a social context, which is why the legitimacy of the information produced by an RES varies between the contexts of science policy, university management, and academics. For example, quantitative indicators often carry a higher legitimacy in science policy circles because they are considered to be transparent and unbiased (see above, on validity).

For our investigation of the informational yield of RES for university management we focus on the legitimization of management decisions in the scientific community. Here, the legitimacy of information about research quality is strongly tied to the dominant view of the validity of that information, which is that peer reviews produce the most valid information on research quality, and that measures that increase the validity of peer reviews also increase their legitimacy. Indicator-based information on research quality is generally considered a less legitimate basis for decisions than peer review, although some disciplines (especially the biomedical sciences) have begun to rely on citation-based indicators (which are not used in RES).
COMPARABILITY

Since many decisions in universities affect more than one field of research, information on research quality and conditions for research also needs to be comparable. Comparability is highest when peer reviews are designed to produce ratings or rankings. Quantitative indicators are less well suited for comparisons because of their dependence on unit size and field (for example, field-specific publication practices and dependence on external funding). Verbal reports on just one discipline, which are the outcome of some peer-review procedures, have the lowest comparability.

3. Informational Yield of RES and Internal Use of that Information by Universities

Five Case Studies

For our empirical analysis we have selected cases which exhibit different characteristics in terms of RES and autonomy of universities (Table 5.1). Both quantitative indicators and peer-review-based RES are represented in our sample. Australia has the oldest indicator-based system for funding university research, which was introduced in the second half of the 1990s. In Germany, many federal states have begun to introduce indicator-based systems over the last decade. We investigated universities in one of these states (which, in order to protect the privacy of interviewees, we cannot name). The countries featuring peer-review-based RES include those with the two oldest RES—the Netherlands and UK—and the German state of Lower Saxony, which has institutionalized a peer review-based RES.

The second dimension that is important to our analysis is the autonomy of universities, which influences the latter’s opportunities to act on the information they receive from RES. German universities still have a relatively low autonomy, while the autonomy of Australian, British, and Dutch

<table>
<thead>
<tr>
<th>Autonomy of universities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
</tr>
<tr>
<td>High</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaluation technique</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>peer review</td>
<td>UK, Netherlands</td>
</tr>
<tr>
<td>indicators</td>
<td>Germany, Lower Saxony, UK, Netherlands</td>
</tr>
<tr>
<td></td>
<td>Germany, State X, Australia</td>
</tr>
</tbody>
</table>
universities is high.\footnote{There are significant variations within both groups. The autonomy of many German universities has increased since the time of our investigation (2005–6), albeit in an uneven pace that depends on the higher education legislation in the sixteen federal states. The government’s control of universities is significantly stronger in the Netherlands than in the UK or Australia. However, the basic distinction between universities that have full control of their recruitment, internal structure, internal allocation of funds, and human resources management (universities in Australia, UK, Netherlands) and those that do not have this control (German universities) still holds.} Table 5.1 demonstrates that all four cells of the cross-tabulation of evaluation technique and autonomy of universities are included. The UK and the Netherlands provide an interesting additional contrast because the Netherlands abandoned the link between evaluation and funding after the first round of evaluations, and have transferred responsibility for the evaluations to the universities.

**Peer Review-Based RES and Universities with Low Autonomy: Lower Saxony\textsuperscript{7}**

In 1997, an ‘Academic Advisory Council’ (AAC) was established in the German federal state of Lower Saxony, and was tasked with the organization of the evaluation of all of Lower Saxony’s university research. The evaluations are conducted as discipline-oriented peer reviews. Units of assessment are departments or institutes within universities and ‘research units’, which are self-defined by researchers according to local and disciplinary conditions. A ‘research unit’ can range from a team of scientists (such as in the natural sciences) to an individual chair (such as in the humanities). The usual evaluation procedure is as follows. A short framework paper is provided by the AAC to the evaluated disciplines within the universities to help them prepare a report on the last five years of research activity and future planning. Universities are then visited by the group of evaluators; approximately six professors from the evaluated discipline (but from other German federal states or from foreign universities). These evaluators talk to the university president, the respective dean, each professor of the discipline, some members of scientific staff, and some doctoral students, and discuss their findings. Based on these discussions, a draft report about the discipline and its relative performance at all Lower Saxony’s universities is written by the evaluators and edited by the AAC’s officer in charge. The evaluated units and individuals are then asked for their comments, which reach the AAC via the president of the university. On this basis, the final

\footnote{This section is based on two empirical studies of the evaluation process and responses by universities (Schiene and Schimank 2007; Chapter 7). See Chapter 7 for a discussion of the impact of this evaluation process on authority relations.}
The evaluation reports include detailed verbal judgements of the research performance and potential for future performance of a discipline in each of the universities of Lower Saxony. The recommendations are also quite specific, and deeply intrude into the structural and resource allocation decisions of universities. The major kinds of recommendation can be listed as follows:

1. establishment of new professorships, rededication of vacant professorships within the discipline, elimination of vacant professorships or their transfer to a different discipline;
2. participation of external peers in the recruitment commissions for vacant or new professorships;
3. additional scientific staff for professorships;
4. reduction of permanent scientific staff in favour of temporary employment contracts with younger scientists;
5. study programmes for postgraduates;
6. additional financial means from the government;
7. a more performance-oriented allocation of block grants within the university or faculty;
8. increased acquisition of project grants or research contracts;
9. infrastructural improvements of buildings, libraries, laboratories; and
10. intensification of internal and external coordination and cooperation.

The Ministry asked universities to implement these recommendations. The implementation is under way in most cases, although in some it had to be started against the will of the affected faculties or institutes, whose self-perception was completely different from the evaluation. Recommendations were also turned into strategic goals that became part of ‘performance agreements’ between universities and the Ministry. Even though the evaluated units disagreed with the assessments in some cases, the whole evaluation procedure was perceived as legitimate because it was conducted under the authority of the scientific communities. As a result, the position of the university leadership was strengthened by the double support from the
Ministry demanding the implementation of recommendations and the scientific community legitimi-
ing them.

The paradoxical consequence of the whole evaluation process was that the autonomy, action capabilities, and authority of the university management were strengthened by a procedure that deeply intruded into university matters. The major reason for this paradox is the double limitation of the autonomy of the German university. German universities are not only dependent on the state, which still sets tight frameworks for most of the essential management decisions such as employment contracts and resource allocation, but are also unable to intervene in decisions of their university professors, who are appointed by the state as public servants and have a guaranteed personal budget. If German university professors decide that they do not want change, it is very difficult for a university leadership to achieve it—the more so when the professors of a faculty collectively decide that they do not want change.

In this situation, a demand for change by the Ministry that is legitimized by the scientific community significantly enhances the authority and capabilities of the university management. Assuming that the university leadership wanted to improve research and to build externally recognizable research profiles, and that it would have needed to conduct peer reviews to support these actions, the enforced recommendations of the evaluation procedure could solve most of the problems created by the university management’s limited action capabilities.

While the legitimate, detailed, and intrusive recommendations of the peer review in Lower Saxony might seem to be a good solution under the circumstances, several problems need to be mentioned. First, the evaluations and the demand by the Ministry to implement the recommendations were accompanied by severe cuts in the block grants, which not only made the implementation of many recommended changes impossible but also undermined trust in the whole evaluation process. Secondly, the funding cuts occurred in a situation of still increasing teaching loads, which made the implementation of changes for the promotion of research even more difficult. Thirdly, the evaluation procedure effectively disaggregated the universities. Disciplines were evaluated at different times and by different groups of assessors, none of which took the whole university into account beyond the contributions to the process made by the university leadership. Therefore, it is at least open to question whether a more holistic look at the university would have led to a different consideration of context and local knowledge, and thus to different recommendations. As it was, each disciplinary panel by and large defended its discipline in each university. Only
one type of recommendation—to transfer a vacant professorship to a different discipline—does not strengthen the evaluated discipline, but another one. Being ‘altruistic’ from the point of view of the evaluators as disciplinary peers, such a recommendation is of course only given in ‘hopeless cases’; that is, very rarely.

Peer Review-Based Devolved RES and Highly Autonomous Universities: The Netherlands

In the Netherlands, evaluations based on peer review are conducted according to a standard evaluation protocol. The previous standard evaluation protocol (valid to 2002) organized disciplinary evaluations at the national level; that is, all disciplinary units (programmes) in a discipline were evaluated at the same time. With the new standard evaluation protocol (from 2003), evaluations are more devolved. Under the current protocol, the universities themselves organize the evaluation of their research. A self-evaluation is prescribed after three years and an external peer review after six years. The procedures for evaluating the units remained the same. The units of assessment—‘programmes’ (research groups) or university institutes—submit self-evaluation reports and lists of publications to the peer-review committees. These committees form their assessment on the basis of the reports, of an examination of the submitted publications, of interviews with the programme leaders, and (in some cases, particularly in the laboratory sciences) of site visits. The programmes are evaluated in four dimensions (evaluation aspects): scientific quality, scientific productivity, scientific relevance, and long-term viability. These aspects are translated into specific evaluation criteria for each discipline by the peer-review committees. Each programme is rated on a five-point scale (excellent/good/satisfactory/unsatisfactory/bad) in each aspect. These ratings are briefly justified (with half a page of text).

The major change that was introduced with the new standard evaluation protocol from 2003 concerned the comparability of information from the RES. This comparability was already limited with the previous evaluation protocol, 8 This section is based on publications on the Dutch RES and university management by Westerheijden (1997); Jongbloed and Van der Meulen (2006); CPB and CHEPS (2001), VSNU et al. (2003); and Meulen (2007). We are grateful to Pleun van Arensbergen, Rathenau Institute Den Haag, for her support of the Dutch case study.

9 The definition of ‘programmes’ goes back to the first evaluation exercise that was initiated in 1979 and conducted in the early 1980s. In this first round of peer reviews, the university had to define ‘research programmes’ whose funding was conditional on an ex-ante peer review. Since then, the ‘programme’ has been the basic unit of the Dutch RES (Meulen 2007).
procedure. Since the evaluations were conducted for each discipline at a different time, the universities never had information of equal timeliness on all of their research. With the new standard evaluation protocol, evaluations are initiated and organized by universities for their research in a certain field. With the exception of a few cases where universities agreed to conduct a joint evaluation for all research in one discipline, most of the evaluations since 2003 produced information on just one unit of assessment, which could only be compared to other evaluation results from different points in time.

Nevertheless, university managers welcome the information provided by the RES as legitimizing the differential treatment of research groups and as a necessary input for this new approach. The actual use of the information has varied widely between universities. One university translated the results into a quantitative measure for the allocation of 10 per cent of its research budget. The formula developed by that university completely disregarded two of the four dimensions (scientific relevance and long-term viability). The other two become synthesized in one weighted measure (75 per cent quality, 25 per cent productivity). The university then ranked the units from all universities in each discipline, and determined the relative position of the University of Tilburg’s unit in each discipline by dividing its absolute rank by the numbers of units. The resulting figure was used to compare units from different disciplines and to redistribute resources between them.

This straightforward and simplifying utilization of evaluation results is an exception. In other universities, evaluation results have indirect financial consequences because they are taken into account in budget negotiations between research groups and the faculty. Furthermore, evaluation results are considered when the directions of research and research strategies are developed. Thus, evaluation results are one of several inputs to negotiations about research conditions, such as research budgets or reduced teaching loads.

The flexibility of this approach is illustrated by the case of yet another university. Instead of simply rewarding good and punishing bad research groups, university management took the importance of a field to its discipline into account when decisions about the future of research groups were made. Therefore, high scores in the evaluations were no guarantee of further prosperity. When financial cuts had to be made, even highly evaluated groups were closed in the ensuing reorganization. On the other hand, a group that received a low score but was considered to be important for the
discipline by the faculty received extra funding as part of attempts to strengthen the group.

The general perception of researchers is that the results of evaluations do not have severe consequences. Good scores provide a certain protection from administrative intervention (reorganization) and a relative advantage in budget negotiations within the university. Bad scores may lessen this protection but have no automatic consequences either. These findings indicate that the university management at Dutch universities is quite active in terms of restructuring the universities, and that the evaluation scores partly help redefine the targets for these measures. It must be noted, however, that these findings are still preliminary and lack both detail and reliability. The responses by Dutch universities appear to be quite complex and merit further detailed investigation.

Centralized Peer Review and Autonomous Universities: United Kingdom

The British RES was introduced in 1985 as a ‘Research Selectivity Exercise’ as a response to growing concerns that the quality of the British research base could not be maintained in its entirety, especially after severe cuts in university block grants in the early 1980s (Chapters 2 and 8). For each unit of assessment, universities submit up to four ‘research outputs’ (mostly publications) of every research active academic and contextual information including data on external funding, prizes and awards, and graduate students. The core of the evaluation procedure is an assessment of the submitted ‘research outputs’ by the members of the assessment panel. Examination includes reading a significant proportion of the submitted publications. Based upon the examination of publications and the analysis of contextual information, the panel arrives at a judgement about the quality of the research of a unit of assessment. In 2001, assessments took the form of a rating between 5* (international excellence in more than half of the publications, national excellence in the other publications) and 1 (no national excellence in any of the publications). In 2008, the format of the assessment results changed. A slightly changed rating—from 4* (‘world-
leading in terms of originality, significance and rigour') to ‘unclassified’—was kept. However, instead of one amalgamated rating the panels issued ‘quality profiles’ that describe the distribution of a unit’s research outputs, esteem indicators, and research environment across the quality categories (Figure 5.2). Thus, rather than receiving a ‘4*’ or ‘4’ for a unit of analysis, the university received a statement saying that 30 per cent of a unit’s research is at the 4* level, 50 per cent at the 4 level, and so forth. This change in procedure avoided the ‘cliff edge’ effect produced by the enormous consequences of the small quality differences at the boundaries of rating levels. At the same time, universities received more complex information about the performance of their units of assessment.

Since its inception, the RAE’s outcomes have informed the distribution of block grants for university research. Although on average the block grants for research constituted 7.5 per cent of all universities’ income in the financial year 2001–02, they varied between 0 and more than 23 per cent.11 The variation between universities is enormous. Some universities obtain half of their funding from the research block grants, while many others do not receive anything.

---

**Figure 5.2.** The construction of a unit’s quality profile in the 2008 RAE (source: HEFCE, 2008: 99)

---

11 It is difficult to obtain comparable data on the income of UK universities. Our estimates are based on data from the websites of the UK’s Higher Education Statistics Agency (http://www.hesa.ac.uk/index.php/content/view/807/251/, accessed Oct. 2009) and from HEFCE (2004).
Given the actual or potential importance of the research block funding for universities it is not surprising that universities have responded strongly to the RAE. Observers agree that the RAE has moved research into the focus of university management and turned research from an ‘unmanaged’ into a ‘managed’ activity (Lucas 2006: 73). This management of research performance has two targets, which can be analytically separated.

A first target of university management is to decide who is submitted in the RAE. Being in full control of the information submitted to evaluation panels, universities try to improve their RAE grades by shaping the material submitted to the evaluation. Careful internal evaluations and ‘dry runs’ of the RAE are conducted in order to decide on units of assessments to submit and to select the academics who should be submitted as research active. The trade-off faced by universities is that submitting a lower number of academics as ‘research active’ may improve the grade but, once a grade has been achieved, the amount of funding depends on the number of academics submitted. A second, much-discussed strategy of university management is head-hunting—the search for outstanding academics whose high-quality output is likely to improve a university’s grade when added to the submission. Universities also strategically change their structure by closing unsuccessful departments, reshaping and relabelling their research in order to submit it to a different unit of analysis, and combining stronger and weaker units in order to utilize a halo effect of the former.

These three strategies do not only target the evaluation process but are part of the more fundamental attempts of university management to strategically shape the content and quality of research. The strategies applied for that purpose include, foremost, the allocation of recurrent funding. There is a general tendency for universities to follow the results of the RAE—to allocate funding ‘as earned’. However, universities also create strategic funds that are used to strengthen weaker units and enable an improvement of their grades. An important aspect of the distribution of resources is the redistribution of time for research. Successful researchers whose output is important for achieving high grades are supported by a reduction of their teaching and administration tasks, which are assigned to

---

12 There are indications for systematic differences between management approaches of research-intensive and other universities. For example, research-intensive universities submit most of their academics (more than 90 per cent) as research active, thus having no need for the strategic selection of academics to submit, and little opportunity to redistribute teaching and administrative loads. Unfortunately, there is not enough systematic research on university responses to the RAE for these variations to be reliably established, and their impact on research and teaching in universities to be assessed.
their colleagues who are not deemed good enough to achieve the aimed-for grade, and are therefore not categorized as ‘research active’.

Finally, British universities apply procedures for managing the research performance of their academics. Research performance is monitored by using quantitative indicators, among which publications play an important role because they are the core of RAE submissions. Research performance is the subject of annual performance talks between academics and their supervisors, and plays an important role in decisions about appointing and promoting academics. In these decisions, research performance appears to have gained a higher weight than teaching performance (Parker 2008).

Indicator-Based RES and Universities with High Autonomy: Australia

Australia has used an indicator-based system of allocating research block grants since the mid-1990s. As it currently stands, the system distributes about 7.9 per cent of the total income of universities according to external competitive funding (indicator weighted at 54.8 per cent), numbers of Masters and Ph.D. completions (29.1 per cent), numbers of publications (8.4 per cent) and current Masters and Ph.D. students load (7.7 per cent) (own calculations based on DEST 2007). The distribution is a competitive zero-sum game in which universities must participate, and the share of the research block grants in their income varies between 0 and more than 15 per cent. All universities have mirrored the external funding formulae in the internal distribution of research funding to faculties and in some cases from faculties to schools. However, while using the indicators from the external formula, some universities have given different weightings to the indicators. This was deemed necessary because within universities the indicators inform a distribution of resources between disciplines. Simply copying the external weightings of indicators would disadvantage the social sciences and humanities because of their systematically lower external funding. This is why this indicator’s weight is reduced and the weight of either research student completions or of numbers of publications is increased.

These internal resource allocation systems are of little direct consequence for research projects because the money allocated is largely used to pay part...
of the academics’ salaries and to maintain the basic infrastructure. In most cases there is no recurrent funding of research, regardless of the proportion of a university’s income provided by research block grants. Instead, internal grant schemes have been set up by most universities. The grants are rather small and usually limited to one year. They have the function of recurrent funding insofar as they are intended to be used as preparation to acquire external funding, even though they are the sole source of funding for many researchers.

The major effects of the formula-based system concern the attempts of the universities to maximize their income by structural changes, targeted investments, and (to a lesser extent) individual performance management. Structural changes and targeted investments are mainly focused on the single most important indicator used in the funding formula: the amount of external funding. The universities attempt to create research units that are likely to acquire external funding. A characteristic way of doing this is to provide seed funding for ‘centres’ that is used to buy specialized research equipment or to reduce teaching loads of the leading academics involved. This funding is provided temporarily with the aim to create a centre that can exist on the basis of its external funding after some time (usually three to five years). Since this is rarely possible, it is quite common that the centres disappear after the university withdraws its funding. Apart from these approaches, which are purely quantitative in the sense that they are focused on external grant applications, there are only very few attempts to use detailed information on research quality in internal management decisions. Only two of the seven universities in our sample used peer review-based evaluations of their sub-units (schools or centres). Others applied the quantitative indicators in a rather superficial manner, or had no internal evaluation policies in place at all.

While research evaluation of sub-units played a minor role in most universities, procedures of individual performance management were in place in all of them. At the time of our investigation, the annual performance appraisals of academic staff were inconsequential because they affected neither incremental pay rises nor the distribution of work loads. More thorough performance appraisals were emerging during 2005 and 2006 because the federal government had made additional funding available for universities that implemented them.

The application of the quantitative indicators in performance evaluation schemes across all disciplines caused some problems because they are not equally applicable to all fields. In one university, the classification of academics who did not perform in two out of the three indicators external
grants, publications, and Ph.D. supervision as ‘research inactive’ caused a protest by the department of mathematics. Here, some internationally renowned mathematicians were suddenly classified as research inactive despite their many important publications, because they had no external funding and no Ph.D. students to supervise. We also detected some perverse effects of the indicator-based individual performance assessments, such as academics applying for research grants they did not need for their research or supervising Ph.D. students outside their core area of expertise.

The assessment of individual research performance has played a significant role in decisions on tenure (which took place in one university) and in decisions on promotions in all universities. The major approach to individual performance evaluation for promotions included the performance indicators used in the funding formula but was not restricted to them. Academics who applied for promotion had to submit information on external grants, supervision of Ph.D. students, and numbers of publications. These data were often looked at in context, and supplemented by other data that supported the case for promotion. Universities often use external peer reviews for decisions on promotion—at least where higher levels (associate professor and professor) were concerned.

*Indicator-Based RES and Universities with Low Autonomy: Germany—State X*14

The case of the German universities in federal state X—we call them university A and B— is both special and instructive because the universities in question had limited autonomy and therefore could not use information on research quality, regardless of its content and form. The limitations of autonomy were the same as already described in the case of Lower Saxony: namely, the subordination of universities to the state and the autonomy of university professors.

The universities received a part of their block grant according to a formula that includes indicators of research performance: namely, external funding (1.7 per cent of the block grant) and completed Ph.D.s (0.4 per cent). They thus had an information base for assessing the contributions by their faculties, institutes, and academics to their income. However, this information was not used by the university management for steering or managing

---

14 This case study is based on the investigation of German universities in the collaborative German–Australian project. For a detailed report on one of the German cases, see Lange (2007).
purposes because there were no legitimate grounds for doing so.\textsuperscript{15} Therefore, management activities which take into account the quality of research did so informally. ‘The university leadership knows its good performers and treats them accordingly’, as the head of administration of university B expressed it.

The internal funding of faculties by the university had not changed since the introduction of the funding formula. Funds were still allocated according to a system that was kept secret. The funding of faculties needed to honour the agreements between the state and each individual professor, which guarantee basic supplies consisting of posts for research and teaching associates and assistants, equipment, consumables, and travel.

One faculty in university A and the university leadership in university B had begun to implement performance-based funding schemes that redistributed a small proportion of the recurrent funding.\textsuperscript{16} The only instrument at university level was introduced by university B, which rewarded external grant acquisition according to sources of funding. Professors who were successful with their proposals for large competitive grants from the Deutsche Forschungsgemeinschaft (Germany’s most important funding agency for university research) received a reward that amounts to 5 per cent of the external grant in the previous year. Successful proposals for graduate schools and funds from selected private foundations could be rewarded with up to 2.5 per cent, and grants from the Federal Ministry for Education and Research received a reward of 1 per cent on top of the grant budget.

In the faculty of social sciences at university A, some money was taken away from professors and turned into small awards for teaching or research initiatives. The rewards for research performance varied between 750 € for presenting a paper at an internationally recognized conference and 8,000 € for leading a successful bid for a large collaborative research grant. Most interesting in the German context is the attempt to steer the publication behaviour in the faculty by rewarding publication in an international top journal with 6,000 €, in a high-ranking journal with 4,000 €, in a good journal with 2,000 €, and in an applied journal with 1,000 €.

The major new instrument for performance-based funding in universities was not implemented in both universities until 2007. A change in higher

\[\text{15} \text{ There are some exceptions. A natural science institute organized peer-review evaluations on its own to boost its international visibility and reputation, while neither the university nor the faculty had established any evaluation procedures.}\]

\[\text{16} \text{ In both universities the faculties for medical sciences led the way by using internal resource allocation regimes that rewarded both external funding and publication behaviour.}\]
education legislation introduced in 1998 made it possible for the university management to make the basic supplies of a newly appointed university professor subject to a renewal every five years. The renewal shall depend on the professor's performance in teaching and research. However, only a few of the professors appointed after 1998 in universities A and B were aware of such a performance evaluation procedure or the performance criteria for this evaluation.

The universities also attempted to build their research profiles by creating research centres. The purpose of these structural changes was to create ‘critical mass’ or simply to increase the visibility of a certain research area. They were not aimed at increasing research performance, be it measured by the indicators or by any other means. The new centres were by and large administrative layers added to the traditional structure of the professoriate, and had little or no resources of their own. According to our interviews, they did not much influence the content of research. In the natural sciences they were deemed to be useful by professors for the purpose of pooling staff, laboratory equipment, and other resources. In the humanities they had not yet had any effect on research.

Apart from the few attempts at performance-based funding of professors mentioned above, no system of individual performance management had been developed within the university. The more recent introduction of performance-based salaries applies only to very recent appointments, and thus falls outside the scope of our investigation.

4. Comparison of the Cases

Informational Yields of RES Compared

‘Informational yield’ is only one of the properties that need to be taken into account in the design of a RES. The following discussion should therefore not be read as an assessment of RES. In particular, RES utilizing peer reviews are much more costly than indicator-based systems, and this property appears to affect political decisions on the design of RES.

The information outputs of the five RES are obviously different, with another significant variation between the 2001 and 2008 rounds of the British RAE. Our comparison of informational yields is based on the listed five properties of the information and their ranking. Figure 5.3 summarizes the comparison by providing ‘informational footprints’ for each of the five RES. We use the empirical information from the case studies to ‘rank’ the
five systems in each of the five dimensions, and summarize the rankings in characteristic ‘footprints’ for each RES.

RICHNESS

The kind of rich information that is characteristic of peer reviews—detailed, multidimensional, and assessing past performance as well as potential—is only provided by the peer review conducted in Lower Saxony and its ‘open-
ended’ evaluation reports. Since the richness of information increases with the number of dimensions in which units are rated, the four-dimensional rating in the Netherlands is richer than any one-dimensional rating. Quantitative indicators offer little information at all, but the three indicators used in Australia provide richer information than the one-dimensional rating provided by the RAE until 2001. The quality profiles of the 2008 RAE are much richer than the outcomes of previous rounds. They consist of the proportions of research activity that fall into each quality category in three dimensions (quality of outputs, indicators of esteem, and research environment). As a result, it has become impossible to unambiguously rank the universities even in one unit of assessment (see below, comparability). The two indicators used in the German state X provide the least rich information.

TIMELINESS

The timeliness of information provided by peer review-based RES depends on the evaluation cycles. The peer review in Lower Saxony was conducted only once. Meanwhile, the state government decided not to repeat it—much to the regret of all universities’ central administrators. The RAE started with a three-year cycle and then moved to distances of four, five, and now seven years between evaluations. The Dutch peer reviews are to be conducted once in six years. In all these cases the information lag already contained in the submitted material becomes aggravated, and universities are soon left with outdated information. The time lags are less severe in the case of indicator-based systems, because information collection is relatively cheap and already occurs annually in many universities.

VALIDITY

In terms of validity, peer-review-based systems are superior to the indicator-based systems currently in use (but see our remarks above on opacity and bias). The more information is gathered in a peer review, the more intense the analysis, and the more the assessors interact with the evaluated academics in order to validate information, the higher the validity.

The rather simple quantitative indicators used in Australia and in the German state X (which also is representative of the indicator-based systems in the other German states) do not achieve any satisfying level of validity. The information provided by these RES, while tolerated as the basis of resource allocation to universities, is therefore ill-suited for internal
decision-making about conditions for research (which does not preclude them from being widely used for precisely that purpose).

LEGITIMACY

The legitimacy of the interactive peer reviews in Lower Saxony can be considered to be the highest, while the legitimacy of the information provided by the British RAE is also very high even though it does not include interactive elements. Indicator-based information on research quality as it is currently produced by the RES with their simple indicators is not considered a legitimate basis for decisions. However, indicator-based information carries its own legitimacy when it stems from RES that are used for resource distribution. In the Australian universities the fact that the university receives funding according to the indicators legitimized decisions of the university management about their use for internal resource allocation, while no such argument could be observed in the German universities yet.

COMPARABILITY

The comparability of information was highest for the 2001 RAE, which produced a one-dimensional rating. The outcome of the Dutch RES is a rating in four dimensions, which makes comparisons difficult. The introduction of quality profiles with the 2008 RAE demonstrates the trade-off between the richness and the comparability of information. The introduction of a second dimension (the proportion of research that attained each quality level) makes comparisons dependent on a selection of information or on aggregation procedures (Travis 2009). The comparability of the indicator-based information is low because the numbers are field-specific, and the reference values that are necessary for comparisons do not exist.

The footprints in Figure 5.3 show how peer review-based and indicator-based systems produce quite different kinds of information. The outcomes of peer reviews are considered valid and legitimate. Their timeliness is problematic, mainly due to the large intervals at which they are conducted. Peer reviews have the potential to produce rich information about research, which leads to a trade-off between richness and comparability.

Indicator-based RES are not considered valid and carry little legitimacy. The numbers produced by these RES are neither comparable, nor do they contain rich information about research. Their only advantage is that some of the quantitative information can be produced quickly and cheaply,
which enables shorter evaluation cycles and increases the timeliness of information about research.

The Use of Information by Universities

Decision-making in universities is of course a political game in which the information provided by RES is just a resource. Nevertheless, it is possible to say something about the usability of this resource in that game. Internal resource distribution is best supported by RES that render their units of assessment comparable both within and between disciplines in one dimension. This is clearly expressed in the attempt of a Dutch university to turn the outcome of the Dutch peer review into a basis for internal resource allocation. The only way to achieve this was apparently to further collapse the multidimensional outcomes of the peer reviews into a single figure.

The importance of comparability for resource distribution that is indicated by this practice is due to an important difference between RES-based funding of universities and funding of sub-units within universities. The former is based on the implicit assumption that universities represent similar mixes of disciplines, while internal funding includes a redistribution of resources between disciplines. This aspect of universities’ responses to RES has yet to be fully appreciated. The traditional use of peer reviews is limited to internal evaluations and redistributions of resources within fields exactly because research is evaluated by peers. When units of assessment are rendered comparable across disciplines, resources can be redistributed between disciplines on the basis of the comparable attribute (ratings in one dimension or a synthetic quantitative indicator). Since this attribute is some version of research quality, disciplines become differentially funded within universities on the basis of their quality as measured by the current RES. This makes universities major sites of a new process whose aggregate effects have yet to be investigated. From our cases we can draw the conclusion that quantitative indicators are ill-suited for redistributing resources between disciplines because of their dependency on size and field-specific research and publication practices. However, even if valid information from peer reviews is used, the redistribution of resources on the basis of only one criterion may have unanticipated aggregate effects.

Three of the RES we investigated (those of Lower Saxony, the UK, and Australia) are highly consequential for universities, and thus created strong incentives for universities to change the structures of their research. This task is best supported by traditional, dedicated peer reviews that take into account local conditions and potential and result in extensive verbal
recommendations. Even simple approaches such as the combination of ‘weak’ with ‘strong’ groups or the disguise of weak groups by relabelling them cannot be easily based on the comparable quality ratings or quantitative indicators provided by most RES, because this information does not enable any projection of what will result from such mergers. This is why Australian universities often used ad hoc peer reviews in order to assess the necessity of structural changes.

The most detailed information base for restructuring is provided by peer reviews as conducted in Lower Saxony. The detailed recommendations do not leave the university much choice beyond implementing or rejecting them. This kind of peer review thus restricts the opportunities for the university management to make its own decisions. There is a trade-off here between the richness of information and the room of manoeuvre for university management. The more formalized and parsimonious the outcomes of peer reviews are, the wider is the room of manoeuvre they provide for university management. If peer review outcomes are reduced to a one-dimensional rating, its function is reduced to legitimization, and it provides the widest range of options for university management. On the other hand, none of these options is any longer supported by information and legitimation from the peer review.

A third task for which information produced by RES provides an input is individual performance management. Since individual performance management is turning into a ubiquitous activity in universities, considerations of efficiency and practicability become very important. Australian universities tend to use the simple indicators of the funding formulae as simple indicators in yearly performance appraisals. The basic approach is benchmarking—one has to be as good as the average colleague from other universities. Another variant that is spreading is labelling. In order to count as ‘research active’, academics have to score on one or two of the three major indicators. Both practices rely on the use of quantitative indicators at the individual level, where they are largely invalid. Promotions are handled with greater care and include peer reviews for promotions to higher levels (professors). In other countries individual performance management appears to be less widespread. However, it will be interesting to see how individual performance will be measured in Germany, where it potentially could have severe consequences for both the resource base and the salary of a professor.

An important aspect of individual performance management is linked to academic identities (Henkel 2000, 2005). The RES significantly differ in their definition of academics’ contributions to the income of the university. The peer-review-based system in the UK makes universities categorize
academics as either good researchers who are ‘breadwinners’ for their university, or bad researchers who are not. This categorization and the ensuing differential treatment of academics have been shown to create enormous stress and tensions in universities. The formula-based systems with their simple indicators are less disruptive insofar as they enable academics to contribute to their university’s income with relatively small ‘research’ contributions. A refereed conference paper of 3,000 words earns the Australian university more than 2,000 AU$, and the co-supervision of a Ph.D. student earns research money as well. This situation makes it possible for most academics to ‘save their identities’, but also deprives universities of an effective control instrument, which is why the dichotomy of ‘research active’ and ‘research inactive’ academics is becoming increasingly popular among Australian university managers.

5. Conclusions

The university’s position in the system of authority relations concerning research is constrained by the specific nature of the research process. The authority of university decision-makers is limited because they cannot define research goals and because the relationships between conditions, aims, and outcomes of research processes are opaque to anybody except researchers in the same field. The authority of university decision-makers is also contingent, among other factors, on the information about the directions, quality, and efficiency of ‘their’ research they possess. This is why RES are not only important as stimuli for universities to improve their research, but also as sources of information that can be instrumental in the management of research quality within universities.

Our chapter has considered how information provided by RES can be, and is, used to manage the research process. We compared three peer-review-based and two indicator-based systems according to their informational yield and to the use to which the information is put by university management, and uncovered clear differences between the informational yields of varied RES for universities and between the ensuing usability of information for different purposes. The clear superiority of peer reviews was demonstrated by the range of changes it enabled in Lower Saxony, as well as by the distortions resulting from the internal use of quantitative indicators in Australia. Further indirect confirmation stems from the widespread ad hoc use of peer reviews in structural decisions, and decisions about promotions to professorial levels in Australia. The only advantage of quantitative
indicators (at least of the simple ones that are currently used in RES) is that they are cheap and timely.

In all our cases the information provided by RES is used by universities for managing their research. Thus, RES affect authority relations in science not only by stratifying the organizational field of higher education and by providing incentives for universities but also by strengthening (to varying extents) the authority and action capabilities of university management vis-à-vis its academics. However, there is an interesting trade-off between richness and action capabilities of university management. The richer the information, the more it might suggest a particular solution to a problem, which then becomes the only legitimate solution in the eyes of the academic community. The more advice management receives from peer reviews, the more difficult it becomes to act against that advice. If this information is ambiguous, the room of manoeuvre for university management increases again because it can choose which information to use.

In the case of peer-review-based RES, the internal use of the information by university management contributes to another change of authority relations. These RES do not only affect universities, but also the relationships between researchers and the scientific elite of their field. Since it is the elite who decide what is good research, RES employing peer review increase the dependence of researchers on the norms and assessments of their scientific elite. By using the same assessments internally, universities increase this dependency, thus relatively weakening the researcher's authority and relatively strengthening the elite's authority. This effect is strengthened by the fact that, except for the very rich information provided by the non-comparative RES in Lower Saxony, RES provide little support to university management when the latter needs to handle exceptions—cases of research that deviates from the mainstream and is of unknown quality.

Finally, comparing the five RES suggests some conclusions for the design of RES. Taking into account the internal use of external evaluations considerably increases the complexity of the impact of RES. It becomes obvious that the quest for the holy grail of the best RES is futile. The trade-offs between various aspects of the informational yield of an RES, on the one hand, and the usability of RES for other tasks, on the other hand, make any design decision a compromise, which in itself is a product of the authority relations in science.
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